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Outline

* Motivating examples and Models
* Modeling sequential preferences (HMM)
* Modeling Dynamic User-Bias Emissions (SEQ-E)
* Modeling Dynamic Context-Biased Transitions (SEQ-T)
« Joint Model (SEQ¥)

 Experiments
 Real-life Datasets: Twitter & Yes.com
« Synthetic Dataset
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Modeling Sequential Preferences

latent states X
\ ,% ]}

Eo=r==ox
*) @\QH
‘ Observations Y

Hidden Markov Model (HMM)
HMM-Formulation: 8 = (m, A, B)
« g is the initial state distribution: m,, £ P(X; = x);
« Ais the transition matrix: A,, = P(X; = u |X;_1 = x);
B s the emission matrix: By, = P(Y; =y | X; = x);

Vx,ue X;ye Y, te{l,2,...}
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Modeling Sequential Preferences

E Dream)_______, -
on °
Tom
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HMM-Example: A HMM model with 2 latent states, 4 items
e 1w =|n,m] =1[0.8,0.2] m, = P(X, =0) =0.8
. A= Ao Ao1] _ 0.7 0.3
A0 A1 0.6 0.4

AOOZP(Xt=O|Xt—1=0)=0'7

Boo Bo1  Boz 303]_[0.6 0.1 0.2 0.1

" B= [Blo By, Bz Bzl 103 05 01 01
Byo = P(Y; ="Dreamon” | X; = 0) = 0.6

Bio = P(Y; = "Dreamon" | X; =1) =0.3 i
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The otlon of Group
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Hypotheses: There exists different groups of users

« Users in the same group share the same emission probabilities
« Users across groups may have different emission probabilities.
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Modeling Dynamic User-Bias Emissions

SEQ-E

@ Model

Formulation: 8 = (m, 0, A, B) with a set of groups G

* 0 is the group distribution: 6, £ P(G = g)
* Bisthe new emission tensor: B;,, £ P(Y, =y | X; = x,G = g)
Vx,ue X;ye Y,geqg, te{l,2,...}
« Example: Bygp = P(Y; = "Dreamon" | X; = 0,G = 0)=0.8
Bipo = P(Y; = "Dreamon" | X; =0,G =1)=0.3
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The notion of Context Features, Factors

Mary Artist: Blank Artist: Alan Walker Artist: Alan Walker
Tag: Deep House~~ Tag: Deep House Tag: Melodic House

dvb . Way Back EDM
Al Home
P

Artist: Krale Artist: Krys Talk  Artist: Krys Talk
: Tag: Dubstep Tag: Chill Trap
Context
Latent Context Factors
Features >

Hypotheses: There exists context features and factors
» Latent context factors manifest through context features
_  Transitions are affected by latent context factors.
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Modeling Dynamic Context-Biased Transitions

SEQ-T
Model

Hypothesis:
Transitions are affected by latent context factors
Formulation: 8 = (m, p, 4, B, C) with a context factors set R;
 p is the distribution of the latent context factor: p, £ P(R; =r);
« Aisthe new transition tensor: A,,, 2 P(X; = ulX;_{ = x,R;_, = 1);
Vx,u€e X;r €{l,..,|R|}
 Examples: A;po = P(X; =0|X;—; =0,R;,_1 =1)=0.9

Aooo = PXy =0|X;—1 =0,R;_1=0)=04 »
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Modeling Dynamic Context-Biased Transitions

Hypothesis:

Latent context factors manifest through context features
Formulation: 8 = (m, p, 4, B, C) with a context features set F =
(F1,F?, ..}, each F' takes a values set F

- Cis the feature probability matrix: C.;r 2 P(Ff = f | R, = 7);
re{l, ., |R};ief{l,.. IF|};fe Fte{1,2,..}
 Examples: Cyo; = P((F) =1|R, =1)=0.99

Cro0o = P((F? =0|R, =1)=0.01
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Joint Model

SEQ*
Model

Main idea: Jointly capture user and context factors in a single model
Parameters: The six-tuple 8 = (m,0,p, A, B, C) as above
Prediction: y* = argmaxyP(YT+1 =vy|Yy,..,.Yr, F, ..., Fr;07)
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Outline

* Motivating examples and Models
* Modeling sequential preferences (HMM)
* Modeling Dynamic User-Bias Emissions (SEQ-E)
* Modeling Dynamic Context-Biased Transitions (SEQ-T)
« Joint Model (SEQ¥)

 Experiments
 Real-life Datasets: Twitter & Yes.com
« Synthetic Dataset
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Experimental Setup — Real-life Datasets

 Research Question: Do the latent user and context
factors result in significant improvements over HMM ?

« Datasets:

Average
Length

Dataset #Observation #Sequence

Song playlists 3168 250k 7
(Yes.com)
Hashtag _Sequences 2121 114k 19
(Twitter )
 Features:

« Categories of tags (Yes.com)
« Tweet information (Twitter): #Retweet, Created Time, etc.

—~—
School of 5
L SMU
SINGAPORE MANAGEMENT
UNIVERSITY

Information Systems



Experimental Setup — Real-life Datasets

« Task: Last item prediction
— For each testing sequence s = {Y;,Y,, ...,Yr_{, Y7} T =2
— Save Y; as ground-truth target. Predict the last item given the
pl’eVIOUS ItemS P(Ycandidatel Yl' Yz, reey YT—l)
Evaluation Metrics

# sequences with ground truth in top k
# sequences in the testing set

e Recall®@K =

Example:
= Given a sequence s = {iqg, iy, iz, ig};
P(icandidateli10 iz, is) = rank;, = 9
" Stest = {51, 52,53} with respective ranks of actual items
are 3, 6, 11. Recall@5 = 1/3; Recall@10 = 2/3

* Mean Reciprocal Rank (MRR)
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Result — Twitter - Recall@1%
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Number of States Twitter

#Group |G| = 2, #Context Factor Level |R| = 2, #Feature |F| =7

School of ]x( SMU

Information Systems SINGAPORE MANAGEMENT
mmmmm Y




Result — Yes.com - Recall@1%

Recall@1%
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Yes.com
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Experimental Setup — Synthetic Dataset

« Research Questions:
— Can the implementation recover parameters from the synthetic
dataset?
— Could the effect of latent user and context factors be simulated by
increasing the number of HMM's states?

« Generative process:

Average
Length

Synthetic 4 10k 10

Dataset #Observation #Sequence

« Task: Last item prediction
« Evaluation metrics: Recall@1, MRR
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Result - Synthetic Dataset — Recall@1
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Conclusion

* Introduce and model dynamic user and context factors
to capture sequential preferences.

« The proposed model contributes statistically significant
Improvement as compared to the baseline HMM in term
of top-K recommendations.
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Thank you!
Q&A

Any further questions, please contact us:
hadywlauw@smu.edu.sg
yfang@i2r.a-star.edu.sg

ductrong.le.2014@smu.edu.sg
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Result — Yes.com — Tuning Parameters
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Synthetic Dataset — Generative Process

#Context Factor
#Group |G] 2 Level |R] 2
#States | X| 2 #Feature |F| 4
#Observation |Y| 4 #Feature values |F| 2

* [nitial Probability: # = {0.8, 0.2}

« Latent Context Factor Distribution: p = {0.3,0.7}
* Group Distribution: ¢ = {0.9, 0.1}

* Transition Tensor A:

= The first context factor favors self-transition to the same state
= The second context factor encourages the state switching.

_10.01 0.99 0.99 0.01

A=[AgA1]; A1 = 0.70 0_30];A0 ~lo.30 0.70
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Result — Twitter — Recall@K & MRR

Table 3. Performance of comparative methods on Twitter.com for Recall@K

FREQ|HMM SEQ-T SEQ-E SEQ*(Tmp. )

Recall@1%| 8.4 | 16.9 17.1Y 20.6% 21.0"%|+4.1
5 States |Recall@50 | 16.1 | 28.3 28.67 33.2% 33.715|+5.4
Recall@100| 25.5 | 40.6 40.9" 46.05 46.5'%|+5.9

Recall@1%| 8.4 | 21.8 22.01 26.5% 26.9"|+5.1
10 States|Recall@50 | 16.1 | 34.2 34.4' 39.4% 39.8"|+5.7
Recall@100| 25.5 | 47.2 47.47 52.08 52.4%|+5.2

Recall@1%| 8.4 | 25.2 25.3° 29.9% 30.0M|+4.8
15 States|Recall@50 | 16.1 | 38.1 38.2F  43.1% 43.3'|+5.1
Recall@100| 25.5 | 51.2 51.3"7 5528 55.3™|4+4.1

Table 4. Performance of comparative methods on Twitter.com for MRR

)
FREQ|HMM SEQ-T SEQ-E SEQ* | Imp.

5 States | 0.019 | 0.045 0.046% 0.062% 0.063'% 14-0.0183

10 States| 0.019 | 0.063 0.064 0.084% 0.086'% h-0.0227
15 States| 0.019 | 0.076 0.078" 0.100° 0.101"® H-0.0246
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Result — Yes.com — Recall@K & MRR

Table 1. Performance of comparative methods on Yes.com for Recall@K

FREQ|HMM SEQ-T SEQ-E SEQ*(Imp.

Recall@1%| 6.8 | 13.8 18.47 22.0% 24.1'%|+10.3
5 States |Recall@50 | 9.6 | 19.2 25.17 2958 32.178|4+13.0
Recall@100| 16.2 | 29.3 37.0f 42.6% 46.118|+16.8

Recall@1%| 6.8 | 22.3 23.2F 2785 28.6'%| +6.3
10 States|Recall@50 | 9.6 | 30.0 31.17 36.9%5 38.118| +8.1
Recall@100| 16.2 | 43.4 44.9" 52.1% 53.5'8|4+10.2

Recall@1%| 6.8 | 26.1 26.57 30.1% 30.6'%| +4.5
15 States|Recall@50 | 9.6 | 34.7 35.57 39.4%5 40.21%| +5.5
Recall@100| 16.2 | 49.3 50.87 55.1% 56.3'8| +7.0

Table 2. Performance of comparative methods on Yes.com for MRR
)

FREQ|HMM SEQ-T SEQ-E SEQ*| Imp.
5 States | 0.014 | 0.028 0.037" 0.044% 0.049'%|40.021
10 States| 0.014 | 0.045 0.047" 0.057% 0.0597%|+0.014
15 States| 0.014 |0.053 0.054" 0.062% 0.063% |+0.009
—
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Result - Synthetic Dataset — MRR
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Synthetic Dataset — Generative Process

« Emission Tensor B:
= Each pair of (state, group) favors one of the four items

10.991  0.003 10.003  0.003
0003 0003| . 0991 0,003
B =1Bo,B1l;Bo = [0 003 0991/ 5= {0.003 0.003
0.003  0.003. 0.003 0991

 Feature matrix C:
= Each context factor level is associated with 2 of the 4 features.

'0.10 0.90] 0.90 0.10]
0.20 0.80]. . 1090 0.10
=16 Gl G = 0.90 0.10}) (1= 0.10 0.90
10.90 0.10, 10.30 0.70,
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